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The assignment expects that students will write their own code. All the Java codes snippets - should be valid Java code that is compilable using a Java compiler. Compile your code, test it and only then use it in the assignment.

1. [10+10] Write Java code snippets to show (i) data-races, (ii) how atomicity violations can exist despite race freedom (using synchronized blocks or methods).
2. A **data race** occurs when two or more threads access the same memory location simultaneously and at least one of them is a write to that location. This could lead into memory inconsistencies.

The program mentioned in **DataRaces.java** uses the implemented Runnable class Task from **Task.java**. The program is simple - consists of calculating array sum with different ways - sequentially and concurrently.

Before we begin any computation method, we first initialize the array elements to their corresponding index sequentially. Now we find the sum of all of them sequentially using the method *calculateArraySumSequential*() and note the time and result as reference of our further calculation.

Now we try to compute the same sum using multiple threads concurrently with the help of *ExecutorService* and *Executor* interface provided by Java. We need to create tasks (using Task class) and provide them as argument to execute in a *threadpool* with provided number of threads. We will discuss 3 types of compute() method in the following functions which is invoked from run() method of the Task class:

1. *calculateArraySumParallel*() : The compute method simply iterates over the range of indices given to the task and adds the value to the final sum (*parallelSum*). Here we have a data race on the location of the sum variable as multiple threads will try to write to it simultaneously and thus the final answer will be lesser than expected.
2. *calculateArraySumSynchronize*() : As there was data race on sum variable in the above method, we do this computation (adding of each value of array to the sum variable (s*ynchronizedSum*) in a synchronized method instead. Here we simply call the **synchronized** method *addSynchroizedElement*() for every element in each task. This will lead to correct answer without any memory inconsistency. But it is very costly and does nothing better than the sequential method as it uses lock on each index which makes it modifying the sum value in a lock for each index.
3. *calculateArraySumModifiedSynchronize*() : Here we are doing similar to the above method. Except instead of modifying the final sum variable, we maintain a local sum variable for each Task which computes the sum sequentially for its corresponding range and then after this adds this local result into the sum variable (*modifiedSynchronizedSum*) in a synchronized method *addSumModifiedSynchronized*(). This method is faster as we have only few synchronized calls (number of threads).

For N = 10,000,000, we got the following results after running 10 times and averaging the time taken:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| #Threads | Sequential method (ms) | Parallel method (ms) | Sync method (ms) | Modified sync method (ms) |
| 10 | 520 | 1560 | 3075 | 67 |
| 20 | 536 | 1500 | 3075 | 37 |
| 50 | 516 | 1560 | 3090 | 41 |
| 100 | 517 | 1545 | 3137 | 49 |

1. Atomic operations are instructions that execute atomically without any interruption avoiding data races on the writes to the variables in the atomic block.  
     
   The program mentioned in **Atomicity.java** uses the implemented Runnable class Task from **Task.java**. The program consists of series of deposits/withdrawals on the balance variable. We have assumed that any transaction will never lead to balance in account negative and hence we can perform all these operations concurrently. This example is quite similar to the example mentioned above for data races.  
     
   Before we begin any computation method, we first initialize the array elements (all the transactions) in the *setTransactions*() using a random generator in *generateRandomTransactions*() .We have taken care to avoid any set of transactions resulting into negative account balance in this initialization.

Now first we compute the final balance sequentially using *calculateFinalBalanceSequentially*(). We note the value and time and keep it as a reference. Further we have two more methods to compute this transaction. In both the methods to avoid data race on the final sum variable, we have updated the sum variable using synchronized methods.

1. *calculateFinalSumSynchronously*() : In this method, for each task, we first get the value of final sum static variable (*synchronousBalance*), modified it locally and then updated it back into static variable using synchronized method (*updateSynchronousBalance*()). So now we don’t have any data race but the computation is still not atomic as within the time we read and update the balance variable, some other task would already read and modify it and our previous task update will shadow the changes by this other task leading to atomic violations.
2. *calculateFinalSumModifiedSynchronously*() : To avoid the above inconsistency, we used the fact that we don’t need to read the previous value of balance. We can find the transaction sum first and then directly add this local value by updating the static sum variable in a synchronized method (*updateModifiedSynchronousBalance*()). This avoids all the atomic violations we had previously.

We kept the number of transactions very large (100,000,000) and used different number of threads and averaged the time over 10 times to get the following results:

|  |  |  |  |
| --- | --- | --- | --- |
| #Threads | Sequential method (ms) | Sync method (ms) | Modified Sync method (ms) |
| 10 | 990 | 120 | 55 |
| 20 | 880 | 64 | 64 |
| 50 | 920 | 82 | 62 |
| 100 | 838 | 88 | 75 |

1. [10+5] Write a Java program and use it to illustrate Amdahl’s law. Show the execution time numbers to empirically establish the law. You may use any multi-core system (with at least 8 cores) for the experiment.

Amdahl’s Law gives an upper bound on the overall performance improvement obtained from optimizing our program. The speedup is bounded by the ideal theoretical speedup value:

![amdahl](data:image/png;base64,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)

Where f = fraction of program which is parallelizable and N is the number of processors.

The program mentioned in **Amdahl.java** uses the implemented Runnable class Task from **Task.java**. The program is simple - to compute the sum of reciprocals of array elements.

Our arrays size is kept large - 100, 000, 000. We used a sequential and parallel way to compute this sum. Before we begin any computation method, we first initialize the array elements in the *initializeArraySequential*() method. We use a sequential sum method *repeatSequentialComputation*() to compute the sum sequentially for 10 times (*repeatComputation*) by repeatedly calling *calculateArraySumSequential*()and averaged the time taken. We used this as a reference sum to later confirm the result we obtained from parallel execution.

Similarly, our parallel method *repeatParallelComputation*() also computes the sum by repeatedly calling *calculateArraySumParallel*(). We pass a *numThreads* parameter to indicate the number of tasks used for execution. Each task computes the sum locally and later using a synchronized method adds this value in the final sum. This addition of final sum can be treated as sequential part of our parallel method execution. As the sequential part (equivalent to the number of threads) is very less than the parallel part we ignore this fraction simply for the sake of this example.

For e.g. at max when we use number of task (T) = 128 for the array size (S) = 100,000,000.

The parallel computation consists of summing S values. And sequential part consists of summing the later T values and few instructions setting up the task execution concurrently say c instructions where c << S. Hence, f = S/(S+T+c)

And 1-f = (T+c)/(S+T+c) ~ 10-6.

Hence we ignore this very small value of (1-f) and say that ideal speedup = N.

In windows, by changing the affinity for eclipse.exe, we varied the number of cores (N) to use in the program. The results obtained for different number of processors are

N = 2 , Ideal speedup = 2, Average sequential time = 231ms.

|  |  |  |
| --- | --- | --- |
| #Tasks | Avg. Time taken (ms) | SpeedUp = Avg.Time taken / Avg. Sequential time |
| 2 | 129 | 1.78 |
| 4 | 132 | 1.74 |
| 8 | 145 | 1.58 |
| 16 | 151 | 1.52 |
| 32 | 169 | 1.36 |
| 64 | 170 | 1.35 |
| 128 | 160 | 1.44 |

N = 4 , Ideal speedup = 4, Average sequential time = 226ms.

|  |  |  |
| --- | --- | --- |
| #Tasks | Avg. Time taken (ms) | SpeedUp = Avg.Time taken / Avg. Sequential time |
| 2 | 74 | 3.03 |
| 4 | 73 | 3.08 |
| 8 | 77 | 2.94 |
| 16 | 76 | 2.96 |
| 32 | 84 | 2.70 |
| 64 | 88 | 2.56 |
| 128 | 83 | 2.71 |

N = 6 , Ideal speedup = 6, Average sequential time = 229ms.

|  |  |  |
| --- | --- | --- |
| #Tasks | Avg. Time taken (ms) | SpeedUp = Avg.Time taken / Avg. Sequential time |
| 2 | 64 | 3.54 |
| 4 | 53 | 4.27 |
| 8 | 53 | 4.28 |
| 16 | 53 | 4.24 |
| 32 | 54 | 4.20 |
| 64 | 56 | 4.07 |
| 128 | 55 | 4.22 |

N = 8 , Ideal speedup = 8, Average sequential time = 230ms.

|  |  |  |
| --- | --- | --- |
| #Tasks | Avg. Time taken (ms) | SpeedUp = Avg.Time taken / Avg. Sequential time |
| 2 | 92 | 2.97 |
| 4 | 65 | 4.21 |
| 8 | 46 | 5.92 |
| 16 | 49 | 5.50 |
| 32 | 46 | 5.91 |
| 64 | 56 | 4.85 |
| 128 | 62 | 4.40 |

1. [5] Write a Java program to prove that Java threads share the heap.

Java threads provide an abstraction of concurrency and parallelism. They are managed by ExecutorService and Executor interface. Threads share heap data but have their own control and data stack. Hence they are lightweight.

In our example in **Shareheap.java**, we have two private classes inside Shareheap class to illustrate the example where the threads share heap data.

1. SampleArray class: This class is a simple abstraction of a Java integer array with only add and print methods. The constructor defines and allocates memory for given number of elements. It defaults to 10 elements if non-positive array size is asked to construct. Our add method (*addElement*()) adds an element into the array. If size gets full, we update and allocate the array with double of its original size. This method is synchronized as multiple threads would potentially try to add an element into this array. And we have a *print*() method to print the elements of the array.
2. MyRunnable class: This class implements the Runnable interface to create tasks. We provide the SampleArray object to the task while construction as a parameter and the task instance **points** to this local (or not?, is it pass by reference or value? We assume pass by value) copy of the SampleArray object. In the *run*() method we ask this implementation to add an element to it.

Now, our main() function creates an object (*sharedObject*) of class SampleArray of array size 10. We create 100 threads (*numThreads*) and provide a task to each of these threads to add a random element in this object *sharedObject*. All the threads are independent of each other. Also we have passed the sharedObject as a parameter to the task creation. We expect that a local copy would have been created in the task object.

Now we *run*() and *join*() the threads. As local copy would have been created in the thread and updated there locally, our *main*() function’s *sharedObject* object should not be modified. But when we print it, there are exactly 100 elements in the array field.

1. Java objects are created in Heap. Stack only contains references to this heap. So our main function object *sharedObject* is actually inside the Java heap.
2. Java always uses pass-by-value. Even when we are passing object arguments, the reference to those objects (present in the stack) are passed-by-value. Hence if the function invoked has and object parameter passed to it and if it tries to modify it, the changes are reflected in the object and thus are seen in the original caller (here Main).

So in the MyRunnable task object, when we pass the sharedObject reference as value its instance variable *instance* stores the value of this reference and hence points to the original object (present in heap). Now we allocate this task to a thread and when the thread runs it modifies this same object present in the heap.

1. [10+10] For the code written in Q1(i) and Q1(ii): show the static Happens Before (HB) relation between the different Java statements. You would need to add a line number to each line in the Java code to illustrate the HB relation. Note:
2. If two statements S1 and S2 may run in parallel with each other - they have no HB relation. Else, either S1 HB S2 and/or S2 HB S1.
3. While analyzing a program statically, unlike the actual execution, there will be cases where we may say that two statements S1 and S2, may have HB relation with each other in both directions (that is, S1 HB S2 and S2 HB S1).

Static happens before relationship

1. **DataRaces.java:**
   1. Main(): It is executed in a single thread called main thread. We invoke certain methods from this function which create certain threads, run/execute them and after termination and some instructions return back to the caller main function. All the reads of the sum variables happen after successful termination of the threads getting created before. Hence they have a static Happen Before relation with the thread termination which is discussed below. Including these edges, all the statements inside the main function have static Happens Before relation among them consecutively (lines 190->..->216).
   2. initializeArraySequential(): This method is similar to main function and runs in the same main thread. The for loop also executes sequentially. There is a static Happens Before relationship between every line. (lines 25->..->30)
   3. calculateArraySumSequential(): Similar argument to the above function. As the *sequentialSum* is getting written sequentially in the *for* loop, its write is visible to the immediate next write. (So its like a self edge on that statement - not really sure how is it drawn/represented because self loop signifies reflexivity but Happens Before is irreflexive). The last write to the variable *sequentialSum*  is read in the main function. There is a relation between 41 to 207,210,213. All the statements have consecutive statics Happen Before relation (lines 39-44).
   4. executeTasks(): The pool invokes the tasks sequentially (similar to the above mentioned *for* loop) - hence a self edge. All other statements execute sequentially. Hence all the statements have consecutive statics Happen Before relation (lines 56-74).
   5. calculateArraySumParallel(): The variable *parallelSum* is static. So it is stored in Heap (PermGen section). Now when threads are created they have reference to this static variable and they directly modify it in the heap using reference they have in their stack. We haven’t guarded this static variable properly which leads to data race. As different threads manipulate it concurrently with no guard, we don’t really have any static Happen Before relation among them. Finally all the threads terminate and the change in parallelSum variable is read later in Main. As we really don’t know which is the last instruction (thread executed), we keep the await call as termination and accumulation of all the thread changes. Hence there is static Happen Before relation between 67 (94) to 209 and 210. All other statements have consecutive statics Happen Before relation (82->84->*for*->100->102).
   6. calculateArraySumSynchronize(): Again we have static variable *synchronizeSum*. Also we have a guard on it using the synchronize method *addSynchronizedElement*(). So we don’t have any data race. Also there is a static May Happen Before relation among all the threads because of this synchronized method. If one thread executes (writes to the variable *synchronizeSum*) it before others, the changes done by it will be visible to other threads. Hence self loop on line 109. Also the last write to the *synchronizeSum* variable will be visible to the read in main function read. Hence there is a static Happen Before relation between 67 (109) to 212 and 213. All other statements have consecutive statics Happen Before relation (118->120->*for*->136->138).
   7. calculateArraySumModifiedSynchronize(): Very similar argument to the above function. The write to the task local variable *tempResult* is read in the synchronized method *addModifiedSynchronizedElement*(). Hence a relation on line 168->146. Then because of synchronized method we have self loop on line 146. Then due to read in main, we have a relation 67 (146) to 215 and 216. All other statements have consecutive statics Happen Before relation (155->157->*for*->175->177).
2. **Atomicity.java:**
   1. main(): It is executed in a single thread called main thread. We invoke certain methods from this function which create certain threads, run/execute them and after termination and some instructions return back to the caller main function. All the reads of the sum variables happen after successful termination of the threads getting created before. Hence they have a static Happen Before relation with the thread termination which is discussed below. Including these edges, all the statements inside the main function have static Happens Before relation among them consecutively (lines 182->..->201).
   2. setTransactions(): This method is similar to main function and runs in the same main thread. The for loop also executes sequentially. It also calls the *generateRandomTransaction*() method sequentially in each iteration. There is a static Happens Before relationship between every line. (lines 45-50, 49->35-37->49).
   3. calculateFinalBalanceSequentially(): Similar argument to the above function. As the *sequentialBalance* is getting written sequentially in the *for* loop, its write is visible to the immediate next write. (So its like a self edge on that statement - not really sure how is it drawn/represented because self loop signifies reflexivity but Happens Before is irreflexive). The last write to the variable *sequentialBalance*  is read in the main function. There is a relation between 61 to 195,198,201. All the statements have consecutive statics Happen Before relation (lines 59-64).
   4. executeTasks(): The pool invokes the tasks sequentially (similar to the above mentioned *for* loop) - hence a self edge. All other statements execute sequentially. Hence all the statements have consecutive statics Happen Before relation (lines 74-92).
   5. calculateFinalBalanceSynchronously(): The variable s*ynchronousBalance* is static. So it is stored in Heap (PermGen section). Now when threads are created they have reference to this static variable and they directly modify it in the heap using reference variable they have in their stack. We are reading this variable in the stack, modifying it locally in the stack and then updating it back in the Heap using local reference. Although we are updating the variable in a synchronized method not leading to data race, some other thread would have read and modified the same variable and the current update will shadow the changes done by it. Hence we have memory inconsistency as the update depends on scheduling of threads and we can have any update in any order. Still we do have a HB relation among the threads because of the synchronized method. Self loop on line 100 (126). The write to the task local variable *tempBalance* is read in the synchronized method *updateSynchronousBalance*(). Hence a relation on line 124->100. Finally all the threads terminate and the change in s*ynchronousBalance* variable is read later in *Main*. As we really don’t know which is the last instruction (thread executed), we keep the await call as termination and accumulation of all the thread changes. Hence there is static Happen Before relation between 85(100) to 197 and 198. All other statements have consecutive statics Happen Before relation (111->113->*for*->131->133).
   6. calculateFinalBalanceModifiedSynchronously(): Very similar argument for the HB relation from the above function. The write to the task local variable *addBalance* is read in the synchronized method *updateModifiedSynchronousBalance*(). Hence a relation on line 165->142. Then because of synchronized method we have self loop on line 142. Then due to read in main, we have a relation 85 (142) to 200 and 201. All other statements have consecutive statics Happen Before relation (152->154->*for*->172->174).
3. [10+10] Write a Java program that leads to a deadlock due to parallelism related constructs: (i) uses threads, and synchronized methods. (ii) uses threads and cyclic-barriers.

Deadlocks are the situation when two or more threads are simultaneously waiting for each other resulting in blocking of them and no progress.

1. Synchronized method are the methods which are executed only one at a time by a single thread. The lock used by this method is the locking provided by the object which the method is invoked from. Each object maintains a single lock for all the methods it has. So we cannot access the same method using the same object if we have multiple requests and they will have to wait one after another.

In the example **DiceDeadlock.java**, we have created only one such synchronized method per private internal class Athread and Bthread. These classes correspond to the players A and B who both has one dice each with them - die1 and die2 respectively.

The event is that both of them have to throw these dices and compute the sum and check how often these sum is equal. We have n=10 trials. As the die are private so to access them they have to call the throw method on the class object of each other. These throw methods are synchronized hence only one player can throw a die at a given instant. But they can throw different die at the same instant.

For e.g. A has die1, B has die2

For A to throw both die, it will call Athread.throw1(true) and similarly for B to throw both die it will call Bthread.throw2(true) . They will throw their die parallely and now to throw each others die A will call Bthread.throw2(false) and B will call Athread.throw1(false).

Here Athread and Bthread are (static) class object and are accessible outside the private class. We know that each object has only lock and hence to resolve multiple request on the same lock, it needs to be unlocked first.

Here thread1 runs and invokes Athread.throw1(true) and gets the lock of the class object Athread. Similarly, thread2 runs and invokes Bthread.throw2(true) and gets the lock of the class object Bthread. Now when both the locks are locked, thread1 invokes Bthread.throw2(false) and tries to get the lock of the class object Bthread. And similarly thread2 invokes Athread.throw1(false) and tries to get the lock of the class object Athread. This leads to DEADLOCK!! Because both the threads are waiting for each other to unlock the class object lock and none of them will release it unless it first gets access to other lock.

1. Cyclic barriers provide an abstraction of a barrier and asks the threads to wait until a given number of threads are have not given signal to wait. It maintains a count which keeps incrementing as more threads invoke the *await*() function.When the required number of threads invoke this function, the barrier resolves itself and allows the threads to execute further and sets the count to 0 back again (cyclic).

In our example in **BarrierDeadlock.java**, we again have two friends A and B. They are given/allotted two die. They have to throw the die and report the sum they get later. We are interested to find how frequent do they get the same sum of both die they throw.

At any instant, each one of them will either throw same die which they were allotted or different die than allotted. But they cannot throw a same die because that is not possible. Hence to avoid this, we create two barriers in each event. The threads will wait on this barrier and then correspondingly either throw same allotted or different allotted die.

Our Runnable implemented CyclicBarrierRunnable task class provides this mechanism of two deadlocks and execute the throwing event in between them. The values of die1 and die2 are stored globally in a static variable. We have also created the optional task which runs at the barrier point indicating whether same die are going to be thrown or different die.

Now in our main, we create this two barriers task for each player (thread). Player A creates a barrier such that in the event first the players will throw same allotted die and then the different ones. And due to some miscommunication, player B creates a barrier such that in the event first the players will throw different allotted die and then the same ones.

This will result in player A (threadA) waiting at the barrier s*ameAllottedDiceBarrier* and player B (threadB) waiting at the barrier *differentAllottedDiceBarrier*. This leads to a deadlock as both of them are waiting for each other at a different barriers and no barrier can get resolved unless one of them resolves.